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Results

Problem: lack of diversity + bilased generations Method: Learning and applying latent directions

) Accordmg to Stable lefusmn ' i - The prompts generate N images & their latents are saved for training iz Skin Tone Cender Londbid | Indian Wealth

§ -— B e S s Pl | Man Woman | Doctor Fire ﬁ 2 hter Cleaner | Waterbird | Weddin g A f rican man
S % (SD XL, ours) 0.87 0.78 0.52 0.08 0.09 - 0.33 0.28

S & (SD 2.1, PD [1)) 0.91 0.90 0.14 0.06 0.01 0.29 0.79 0.47

= S (SD2.1,0urs + PD[1]) | 0.94  1.00 | 0.29 0.04 0.22 0.68 1.00 0.96

2 S Table 1. Quantitative results with Statistical Parity Difference after debiasing.
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PD [PrOmpt Deb|aS|ng] 1 - Chuang et al. "Debiasing Vision-Language Models via Biased Prompts." arXiv (2023).

® |t is possible to alter biased relations such as those in cultural events while maintaining unaltered
embeddings and a neutral prompt.

® The application of latent directions achieves successful results debiasing diverse and complex

scenarios.

men are
women are:
weddings are

Latent directions can leverage embedding

alteration (PD) to obtain more effective debiasing.
original

Today’s text-to-image models leverage stereotypes.
In this work we propose a simple novel technique to achieve debiased
generations without prompt modification or embedding alteration. P,

To mitigate certain biases we first need to understand if and why they - zZp=zrt wxdy;
are present in our image generations.

IF: Detecting social characteristics and objects in the images.

Middle Eastern

We use a SVM classifier to linearly separate the latents across our
labeled dataset. From it we obtain a latent direction, which we apply
together with a neutral prompt to obtain debiased generations.

Latino a man in a suit 41
his house 36
a man 20
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e B By oo o e choice ot weight has a higher impact on the debiasing than the
S : choice of latent. Two approaches to find the optimal configuration:
a couch 4 > clean-fid: similarity between debiased images and small subset for every configuration.
aman in a suit and sunglasses i —=> CLIP as a zero-shot classifier within the configurations.

a man in a suit and hat 4
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WHY: Comprehending the connections between embeddings and generations.

! ! e.g. Concept: A wealthy African man and his house
attributes list

e.g. woman

large house
suffering beautiful house

thatched roof

poverty-stricken

concept
e.g. doctor

Black race

Caucasian race

squalid ghEl T T P - ER el O O Enud hut

attribute
e.g. stethoscope

Stable CLIP’s Vision
Diffusion Encoder

East Asian race Middle Eastern race

concept
e.g. doctor

dark-skin
dark-skin

underprivileged Indian race

Latino race Southeast Asian race

for all attributes

woman + dark-skin

“A photo of a man” “A photo of a woman” “A photo of a doctor” “A picture of a wedding”
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Compute Cosine Similarity
(concept, attribute)

repeated for # of generations



